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Abstract

The possibilities that the management of a vast amount of computers and/or networks offer is attracting an increasing number of malware writers. In this document, the authors propose a methodology thought to detect malicious botnet traffic, based on the analysis of the packets that flow within the network. This objective is achieved by means of the extraction of the static characteristics of packets, which are lately analysed using supervised machine learning techniques focused on traffic labelling so as to proactively face the huge volume of information nowadays filters work with.
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1 Introduction

Botnets are one of the most recent threats in information technologies. The main difference that can be pinpointed amongst botnets and traditional malware is the capability of the formers to combine several ideas implemented separately by the latters to manage and control in the dark a network of computers. The massive Distributed Denial of Service (DDoS) attacks received by Estonia in 2007 [1] reflected a paradigm change in relation to the protection of critical facilities. Since then, the capabilities of botnets to paralyse services online, including government servers, payment platforms or financial entities [2], has been proved to be, not only simple, but effective. Thus, starting by the North Atlantic Treaty Organization (NATO) and going on by police agencies and military commanders of the security forces of countries with presence in the five continents, there exists an increasing number of estates which are developing policies to try to, solvently, give an answer to the threat of modern cyberweapons [3]. This is the framework where we can identify botnets as tools for committing a broad band of delictive acts in the Internet.

The polyvalence that characterizes botnets and their softened learning curve even for people with medium computer skills, are evolving the concept Hacking as a Service or HaaS [4]. By doing so, malware writers have started to find a profitable business in designing and coding applications ad-hoc with user-friendly interfaces that could be easily managed by third party users. In this context, and once left apart the old IRC-based Command & Control channels\(^1\) [5], nowadays botnets tend to implement easy-to-understand interfaces consisting in the use of web applications to which the infected nodes get connected to receive the updated list of commands they are asked to perform. In the case explained in this paper, the sample of malware code employed in the different experiments is a variation of the educative botnet Flu whose Command & Control (C&C) is, precisely, HTTP and HTTPS-based. Flu\(^2\) is an open-source project conceived with educational

\(^1\)IRC: real time text-based communication protocol that permits conversations between 2 or more people at the same time.

\(^2\)The official webpage of the project is http://www.flu-project.com/
purposes with the goal of bringing to light the threat of botnets for the general public.

Once the techniques used in the past have been studied, we propose a new classification method using supervised algorithms to appropriately label the C&C channels in HTTP/HTTPS botnets by means of an in-depth analysis of the network traffic.

Summing up, the corresponding contributions derived from this work are:

• The usage of a modified version of a botnet to generate malicious traffic for this proof-of-concept.

• The acquisition of those characteristics relevant for network traffic classification, even those commonly found in botnet traffic or those ones instantiated by legitimate traffic.

• The classification of network traffic using supervised machine-learning techniques to develop a model capable of classifying botnet traffic and legitimate one.

The remainder of this paper is structured as follows. Section 2 details the related work already performed by other authors in traffic modelling. Section 3 concretizes the scope of this research describing the process of data capturing. Section 4 defines the methods and techniques used for the definition of the packets captured. Section 5 collects the experiments performed and explains the obtained results. Section 6 advances some of the future lines of work in the botnet detection area using traffic analysis techniques. Finally, Section 7 sums up the conclusions extracted after this research was performed.

2 Related work linked to botnet traffic modelling

There exist different approaches to detect malicious traffic originated by botnets. Some of these efforts are focused on anomaly detection once a normalized sample of traffic has been defined [6, 7]. Anomaly detection techniques are based in the definition of a standard behaviour and performance of certain parameters such as the characteristics of the network connection, the CPU usage or any kind of modifications of the file system. The main advantage of this approach is that they are commonly useful for the detection of certain attacks, because it is common that infections, whatever their nature, generate alterations in the reported network activity [8]. However, anomaly detection techniques bring another problem: in the process of modelling what will be considered normal traffic for a network, there exists a risk of modelling as normal what in fact is traffic conducted with purely malicious intentions, distorting then the final representation of truly reliable activities and making future detecting efforts useless to identify these processes.

The rest of the detection techniques are usually grouped, depending on the element they track, in two different classes: focused on the network analysis (network-based) or focused on analysing the outgoing traffic from each node (host-based). In this line, Botsniff [9] exploited the spatio-temporal differences of the botnet communications contrasting them with the legitimate traffic. What inspired that model was the fact of each bot in a hijacked network getting in contact with the server in intervals and frequencies sufficiently similar so as to mark such traffic as malicious in the IRC channels. Similarly, this is the approach that, using different parameters, we want to apply for HTTP-controlled botnets. Moreover, Dietrich et al. [10] created an application that made use of the network analysis tools to detect the C&C of a botnet. To achieve this, the authors collected different parameters of the network traffic as well as different protocols. Once these had been obtained, making use of a ponderated average of the hierarchically grouped labels and C&C flows, they could reckon the 88% of the Command & Control channels amongst the 20 most recent ones.

Other authors like Karasaridis et al. [11] have focused their efforts on performing an in-depth passive analysis of the traffic in the transport layer. The objective is to be able to detect behavioural patterns independently of the nature of the information exchanged, so as not to rely on the raw information managed by the application layer. Their approach obtained very effective results when trying to identify the old-fashioned IRC botnets. Authors should also have to take into account those strategies that seek to identify the communication channel to override the possibility that the nodes receive commands from the botmaster or network administrator, whenever it were not possible to mitigate the effects of the infection in the network nodes themselves. This is precisely what happened with Hlux/Kelihos: this botnet was conceived to gain benefit from the infected nodes by sending bulk mail and extracting and stealing Bitcoins from legitimate users [12]. Having been discovered in 2010, its Command and Control channel was finally deactivated by researchers working for Kaspersky Labs in March 2012. This is happening thanks to the proliferation of fast flux techniques that hide the source of the channel in botnets that implement a peer-to-peer architecture.

In our case, the idea is to prevent the detection of connections to a centralized node, something that might compromise the functioning of the entire network. To achieve this, it has been designed a network topology that transparently rotates the point at which the orders are published amongst the collection of compromised servers available, exploiting that no reference is made to the C&C through static addresses, but by using domain names.
3 Experimentation scope

Against this background, a traffic-independent approach has been selected to cope with the detection of botnets based on HTTP and/or HTTPS protocols, making use of supervised learning techniques for labelling these connections based on the atomic parameters that characterize each of them. The goal of the current study consists on the capture of information linked to the header size, the connection frequency, etc., with the ultimate objective of being able to label both, the traffic coming from a botnet and the legitimate one. Thus, we employ the characteristics of the packets sent during the C&C communication in a similar way to how they had been used in the past for the detection of intrusions and illegitimate traffic. To achieve this objective without having to cope with biased data, all the source and destination connections have been previously anonymized by eliminating all the information related to incoming or outgoing ports or IP addresses.

Once obtained all the traffic, the main objective on this research is to evaluate the ability of a system implementing supervised machine learning techniques to detect the packets coming from a C&C channel. Additionally, the reader has to take into account the difficulties that a study of this nature imply from the point of view of privacy and legality because of the necessity of reading and interpreting the data exchanged in real communications to assess the real abilities of such a method. If we also add the fact that many of these networks are establishing communications over HTTPS encryption, implementing content-hiding-based techniques making useless the efforts to apply content analysis detection systems [13], the approach presented in this paper takes on a greater interest by analysing the information flow in the network itself and not the raw content of the communication.

In the subsections that follow, we define the methodology used to model the C&C traffic as well as the concrete characteristics of the botnet used to show this proof of concept. In this research, the tool used is the University of Waikato’s Weka: Data Mining software, which can be defined as a collection of machine learning algorithms prepared for the automation of data mining tasks.

3.1 Testing environment

The proposed working philosophy in the article will describe a host-based IDS (Intrusion Detection System), in which the traffic listening point is located on the infected network nodes to capture its communication. Thus, for the testing environment we have defined two different types of machines:

- **The control machine.** The control machine will include a PHP server with MySQL also installed to store the database tables containing all the references and data about the infected machines. The C&C interface installation was performed on an external server to simulate the best as possible the real deployment of a botnet and to prevent parameters (such as the number of hops that packets take and the forwarding of those lost) from introducing biased data for the classification as would appear if the installation was carried out in a laboratory environment.

- **The infected machines.** The infected machines are running Windows XP systems using .NET Framework 3.5, which is a prerequisite for this experiment because the version of Flu used was compiled in C# under such framework. Additionally, the source code of this malware has been partially recoded to infect Windows machines in a controlled way and to include some new features not implemented in the original version, such as sending spam remotely, image capturing from the user webcam and a simple Distributed Denial of Service attack. To monitor its functionalities, the activity of the executable installed in the victims will be run exploiting the background capabilities implemented by its original developers, making the appropriate connections to the assigned IP address to locate the .xml file where, after running some parsing methods, the malware will find the current list of commands to be executed.

3.2 Information Gathering

For the acquisition of information related to the generated traffic, we have opted for placing a sniffing program such as Wireshark\(^3\). At this point, the reader should note that the infection is entirely controlled. If this were not the case, the localization of the sniffing tool might be reassigned, as some of the newest collections of malware are capable of recognising themselves as being executed together with a bunch of traffic auditing tools or virtualization software [14, 15, 16] silencing their activities to avoid detection. Taking this into account, the Wireshark captures allow us to perform a packet-to-packet analysis of all the traffic received or sent by each and every node. The infection of the victims has been manually performed, generating

---

\(^3\)Wireshark, previously Ethereal is a protocol analyser tool conceived with educative goals usually employed to perform analysis and solve network-related issues.
Table 1: Ten most relevant attributes for the classification using information gain.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Relevance</th>
</tr>
</thead>
<tbody>
<tr>
<td>tcp.len</td>
<td>0.031446</td>
</tr>
<tr>
<td>tcp.reassembled_in</td>
<td>0.017189</td>
</tr>
<tr>
<td>tcp.flags</td>
<td>0.014811</td>
</tr>
<tr>
<td>tcp.hdr_len</td>
<td>0.007136</td>
</tr>
<tr>
<td>tcp.flags.push</td>
<td>0.005424</td>
</tr>
<tr>
<td>http.request</td>
<td>0.005346</td>
</tr>
<tr>
<td>tcp.flags.syn</td>
<td>0.004180</td>
</tr>
<tr>
<td>http.response.code</td>
<td>0.003739</td>
</tr>
<tr>
<td>http.response</td>
<td>0.003552</td>
</tr>
<tr>
<td>http.content_length</td>
<td>0.002799</td>
</tr>
</tbody>
</table>

externally a file with its own Command & Control channel pointing directly to the web server from where the commands would be issued.

The traffic samples used correspond to different sessions run by the students of the Máster Universitario de Seguridad de la Información —in English, Master of Information Security— held by the University of Deusto. Thus, the authors could proceed to the monitoring of the connections during the following browsing hours. As an additional remark, and because of the legal implications that would imply the fact of storing such kind of traffic data, it was necessary the tacit agreement of these students to take part in the experiment that was being held. This restriction has some implications experimentally speaking: it may introduce a sort of skew in the data analysed regarding the final content of the communications as a user having being advised of being monitored for an experiment is substantially less inclined to visit, for instance, banking sites or webpages with pornographic content. However, the authors consider this naturally introduced error as acceptable since students were told to perform standard browsing sessions following the patterns stated by a recent study which tried to provide data on the average usage of the Internet. The goal was to replicate with the maximum fidelity as possible the behaviour of a standard Internet user by performing tasks such as mail checking, social networks accesses, web applications usage, Internet surfing or access to breaking news webpages.

3.3 Protocol filtering and traffic anonymization

The goal of anonymizing the connection details is avoiding the identification of the connection by parameters related to IP addresses, MAC addresses or the ports to which the guest is being connected, as this approach is focused on classifying the connections using other attributes which would remain constant wherever the botnet server is placed. Additionally, because of the concrete characteristics of the connections coming from Flu, we have omitted any other reference to those protocols not directly related to this botnet’s traffic such as ARP, SIP or STP, so as to keep control of those which already uses the botnet to send or receive its orders and commands such as HTTP, HTTPS, TCP or UDP, from these attributes, the 10 most relevant ones are listed in Table 1. This classification has been performed using as a comparison ratio the Kullback-Leibler divergence, implemented in Weka under the InfoGain metric.

At the same time, it was considered to define the duration and the interrelationship between the sessions as a key for linking. Since in each and every communication multiple requests are generated against a host and not a single request, we have decided to define an additional attribute which correlates packages: \( \theta \) time. \( \theta \) time is defined as the interval of time that has elapsed between the reception of a packet and the reception of the preceding packet for that same connection. This attribute allows us to establish a relation about the frequency with which the connections to the different nodes are established.

4 Machine learning and supervised packet classification

The authors present in this paper an experimental model that makes use of the aforementioned modelling techniques described. The objective is to generate an appropriate quantity of traffic to be lately used by the classification algorithms implemented in Weka to test their traffic classifying capabilities.

In this regard, we have presented the problem as a supervised classification issue as Livadas et al. did in the past with IRC-controlled botnets. In these problems, a phenomenon represented using a vector \( X \)
in $R^d$ that can be classified in $k$ different ways according to an $Y$ vector of labels.

With such objective, the authors make use of a training set defined as $D_n = \{(X_i, Y_i)\}_{i=1}^n$, where $X_i$ represents the corresponding events of the phenomenon $X$ while $Y_i$ is the label that places it in the category that the classifier estimates correct. For instance, in the case presented in this paper, we will be speaking about a $X_i$ packet defined by a series of attributes representing its state, being $Y_i$ the assigned category of the packet (legitimate or from a botnet) depending on the calculations performed by each classifier.

4.1 Classification algorithms

In this research, we have chosen to compare the performance of different classification algorithms given the occasionally notable differences in effectiveness that can be observed in similar experiments conducted in other areas [20]. The algorithms used for the tests in Section 5 are the following:

- **Sequential Minimal Optimization (SMO)**. SMO, invented by John Platt [21], is an iterative algorithm used for the solution of the optimization problems that appear when training Support Vector Machines (SVM). Basically, SMO divides the problem into a series of smaller subproblems which are analytically solved lately. At this point, we have selected different kernels with this algorithms: a polynomial kernel, a normalized polynomial kernel, RBF and Pearson-VII.

- **Bayes Theorem-based algorithms**. The Bayes Theorem, the base for the Bayesian inference, is a statistical method which determines, based on a number of observations, the probability of a certain hypotheses being true. For the classification needs here exposed, this is the most important capability of Bayesian networks: in our case, the probability of a packet being part of the Command & Control channel of a HTTP botnet. The theorem is capable of adjusting the probabilities as soon as new observations are performed. Thus, Bayesian networks conform a probabilistic model that represents a collection of randomized variables and their conditional dependencies by means of a directed graph. We have trained our models with three different search algorithms: K2, Hill Climbing and TAN.

In this group we have also considered the inclusion of Naïve Bayes. The idea is that if the number of independent variables managed is too big, it does not make any sense to make probability tables [22].

Then, the reduced model with simplified datasets give to the algorithm the appellative of Naïve.

- **J48**. J48 is an open source implementation for Weka of the C4.5 algorithm [23]. C4.5 creates decision trees given an amount of training information making use of the concept information entropy [24]. The training data consist of a group $S = s_1, s_2, ..., s_n$ of already classified samples $s_i = x_1, x_2, ..., x_m$ in which $x_1, x_2, ..., x_m$ represent the attributes or characteristics of each sample. In each node of the decision tree, the algorithm will choose the attribute in the data that most efficiently divides de dataset in enriched choruses of a given class using as selection criterion the entropy difference or the already mentioned normalized information gain.

- **Random Forest**. Random Forest is an aggregation classifier developed by Leo Breiman [25] and which is formed by a bunch of decision trees considered in a way in which the introduction of a stochastic component improves de precision of the classifier, either in the construction of the trees or either in the training dataset.

- **Voted Perceptron**. Perceptron can be considered as a supervised classification algorithm in the family of linear classifiers. However, its main limitation is their inability to separate datasets which are not linearly separable [26]. So as to face this inability of the general algorithm to be trained to recognise many classes of patterns, Yoand Freund and Robert E. Schapire were capable of recovering the interest on them after proposing a voted formulation of the original algorithm [27] which have been successfully used to solve some binary classification problems [28] and to face issues related to distributed training strategies [29].

- **Multilayer Perceptron (MLP)**. The MLP model is a feedforward model of artificial neural networks that maps input datasets into a series of corresponding output datasets. The main advantage of the MLP model is that it can distinguish data which are not linearly separable. An MLP is formed by a set of artificial neural networks placed into layers of nodes into a directive graph. Each and every layer is fully connected to the following. This model uses a supervised learning technique known as backpropagation for training the classifier. This technique is based on minimizing the error by means of the gradient descent, so that the essential part of the algorithm is the calculation of the partial derivatives of the error with respect to the parameters of the neural network.
• **K-Nearest Neighbor (KNN)**. The KNN algorithm is one of the most simple classification algorithms amongst all of those available for the machine learning techniques. It takes decisions based on the results of the $k$ closest neighbours to the analysed sample in the experimental n-dimensional space ($\forall k \in \mathbb{N}$).

In previous research [30], we have proved that taking into account up to $k = 5$ neighbours does not improve at all the efficiency of the classifications performed. In this case, and taken into account the simplicity of the algorithm, we have explored even more values ($k = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10$) so as to determine if this enlargement would throw any kind of additional advantage.

In this way, knowing the concrete characteristics of the connections associated to the malicious traffic experimentally generated by the authors, we have proceeded to label each and every packet as *bot* or *legitimate* so as to generate the final *datasets* employed for the experiments detailed in section 5. These experiments will be performed using cross validation techniques [31], using some part of the dataset to train the models and the rest to evaluate the results.

### 4.2 Resampling and training data balancing

As we have previously suggested, the number of relevant packets on a traffic sample can vary notably. In the case of the performed experiment, the proportion of the number of packets corresponding to benign traffic in comparison with the malicious traffic generated in each and every host ranged from 4:1 to 80:1. However, the usage of so unbalanced training data may also introduce important skews in the classification process. Because of that, the final training datasets have been appropriately resampled so as to use the same number of instances to train each of the classes. In the case of the experiment, we have selected the Spread Subsample algorithm implemented by Weka which, from the class with more training samples, extracts the same number of instances available in the training dataset for the other class. Finally, after having extracted all the atomic characteristics of individual packets, the number of characteristics was not big enough to consider adding a new preprocessing step to reduce the number of attributes employed for the classification as it was required in similar research on malware detection [32].

### 5 Experimental validation

Having defined the modelling guidelines in the previous sections, we have proceeded to the gathering of network traffic with the aforementioned Wireshark tool. The samples obtained corresponded to traffic sessions extracted from equipment used by students of the Master of Information Security at the University of Deusto, voluntarily, have offered to monitor their outgoing traffic stop on computers infected with the modified version of Flu dedicated to this experiment.

The aim was that legitimate users carry out one-hour sessions of normal browsing during a class: access to search engines, encyclopedias queries **online**, browsing social networks like Facebook, Twitter, LinkedIn or Myspace, queries to digital newspapers, web access to email servers, etc. Meanwhile, from a different computer, an administrator would update the file of the commands and orders to be executed by the nodes of the infected machines. Some of the actions included creating admin user accounts, obtaining screenshots, sending files, obtaining the *keylogging* recordings or the remote execution of programs installed on the computer, amongst others.

With all these data, the size of each of the samples generated ranged between 0.9 GB and 1.5 GB in the .cap capturing format. Subsequently, to facilitate the process of parsing the packets, those sessions have been exported to a .xml-like format (.pdml standing for Packet Detailed Markup Language), which facilitated, not only the information seeking tasks, but also those related with identifying the parameters which can introduce a skew knowledge in the training datasets, such as the information related to ports, protocols or IP addresses.

Thus, this section details the results obtained when evaluating the various elements analysed as predictors of malicious traffic. For each of them, there will be an experiment to demonstrate its validity as predictors using the different classifiers detailed in section 4. This evaluation will be performed according to the following parameters, usually employed to compare the performance of different algorithms in the field of machine learning:

• **Accuracy (Acc.)**, which is worked out by dividing the total number of successfully classified samples ($TP + TN$) by the total number of packets in the whole testing dataset ($TP + FP + TN + FN$).

$$\text{Acc.} = \frac{TP + TN}{TP + FP + TN + FN}$$

(1)
• **True Positive Ratio (TPR),** which is worked out dividing the number of illegitimate packets correctly classified (TP) by the total number of botnet packets in the testing population (TP + FN).

\[
TPR = \frac{TP}{(TP + FN)} \tag{2}
\]

• **Possitive Predictive Value (PPV).** The PPV — also known in English as precision — is a value that presents the chances of a given positive result having correctly reflected the tested condition: *id est*, the probability of an instance labelled as a positive effectively being a TP. Mathematically, it is defined in equation 3 as follows:

\[
PPV = \frac{TP}{TP + FP} \tag{3}
\]

At this point the **False Positive Ratio (FPR)** corresponds to the ratio of Type I errors. These errors, also known as Alpha (α) type errors, are those committed by a researcher when his/her model does not accept the null hypothesis \(H_0\) when this is true for the studied population. Thus, in our case, where \(H_0\) corresponds to a packet being a legitimate packet, the false positive ratio or FPR can be defined as the number of legitimate packets incorrectly classified as coming from a botnet. FPR is worked out dividing the number of samples of legitimate traffic which has been misclassified as coming from a botnet (FP) by the total number of legitimate packets in the testing population (FP + TN):

\[
FPR = \frac{FP}{FP + TN} \tag{4}
\]

• **F-measure (F).** The F-measure or \(F\) — equation 5 — is a typical measure used in Information Retrieval (IR) to evaluate the result of a search that determines to what extent the obtained groups are similar to what would be obtained using a manual categorization. This measure can be defined as:

\[
F = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} = 2 \cdot \frac{PPV \cdot TPR}{PPV + TPR} \tag{5}
\]

In this way, if we substitute in \(F\) the definition of the PPV and TPR we will be able to simplify the formula as follows:

\[
F = 2 \cdot \frac{\frac{TP}{TP+FP} \cdot \frac{TP}{TP+FN}}{\frac{TP}{TP+FP} + \frac{TP}{TP+FN}} = \frac{2 \cdot \frac{\frac{TP}{TP+FP} \cdot \frac{TP}{TP+FN}}{\frac{TP}{TP+FP} + \frac{TP}{TP+FN}}}{\frac{TP}{TP+FP} + \frac{TP}{TP+FN}} = \frac{2TP}{2TP + FN + FP} \tag{6}
\]

• **Area Under ROC Curve (AUC)** [20], that establishes the relationship amongst the false negatives and the false positives. The ROC Curve it is usually used to generate statistics that represent the performance or the effectiveness in a wider sense of a classifier. In spite of not providing by itself information about the good behaviour of a model, the AUC helps to determine the validity of the data distribution all along a series of predictive conditions [33].

As the reader may note, the best classifier in terms of **Accuracy** is Random Forest being able to label correctly up to 82.53% of the samples. However, we have to pinpoint that the results are, in terms of accuracy, pretty homogenous as C4.5 or all the versions of the KNN algorithm obtained very similar values over the 80% of the correctly classified instances. With respect to latter, we have some evidence to confirm that the fact of including more neighbours for the KNN algorithm at the time of taking decisions does not provide any noticeable improvement. In fact, we can perceive a light but continuous trend to obtaining slightly worse results in almost every testing variable.

Regarding the TPR, the detection ratios are, in general, high, with some exceptions such as the case of Bayes Net using K2 as search algorithm, with an apparently poor 0.6. At this point, we have to put the aforementioned information into quarantine till comparing this result with the PPV which links the true positive rate or TPR with the false positive rate or FPR. In this case, values closer to 1 establish a greater reliability of the positive classifications, while values closer to 0.5 — as happens with Naive Bayes — would imply lower confidence on the positively classified instances. In this case, we have to highlight the efficiency
Table 2: Classifiers performance when trying to properly categorize the captured packets in terms of Accuracy, Recall (TPR), Precision (PPV), F-measure and AUC.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Acc. (%)</th>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMO Polik.</td>
<td>74.30</td>
<td>0.94</td>
<td>0.68</td>
<td>0.78</td>
<td>0.75</td>
</tr>
<tr>
<td>SMO Polik. N.</td>
<td>78.22</td>
<td>0.94</td>
<td>0.71</td>
<td>0.81</td>
<td>0.78</td>
</tr>
<tr>
<td>SMO RBF</td>
<td>70.23</td>
<td>0.95</td>
<td>0.64</td>
<td>0.76</td>
<td>0.71</td>
</tr>
<tr>
<td>SMO Pear-VII</td>
<td>81.91</td>
<td>1.00</td>
<td>0.74</td>
<td>0.84</td>
<td>0.82</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>68.12</td>
<td>0.95</td>
<td>0.62</td>
<td>0.75</td>
<td>0.79</td>
</tr>
<tr>
<td>Bayes Net K2</td>
<td>79.03</td>
<td>0.60</td>
<td>0.97</td>
<td>0.74</td>
<td>0.92</td>
</tr>
<tr>
<td>Bayes Net Hill</td>
<td>78.92</td>
<td>0.61</td>
<td>0.95</td>
<td>0.74</td>
<td>0.92</td>
</tr>
<tr>
<td>Bayes Net TAN</td>
<td>82.31</td>
<td>1.00</td>
<td>0.74</td>
<td>0.85</td>
<td>0.93</td>
</tr>
<tr>
<td>C4.5</td>
<td>82.14</td>
<td>1.00</td>
<td>0.74</td>
<td>0.85</td>
<td>0.93</td>
</tr>
<tr>
<td>Rand. Forest</td>
<td>82.48</td>
<td>1.00</td>
<td>0.75</td>
<td>0.85</td>
<td>0.93</td>
</tr>
<tr>
<td>Voted Per.</td>
<td>66.16</td>
<td>0.75</td>
<td>0.64</td>
<td>0.68</td>
<td>0.66</td>
</tr>
<tr>
<td>MLP</td>
<td>81.59</td>
<td>0.94</td>
<td>0.76</td>
<td>0.83</td>
<td>0.92</td>
</tr>
<tr>
<td>KNN k=1</td>
<td>82.40</td>
<td>1.00</td>
<td>0.74</td>
<td>0.85</td>
<td>0.93</td>
</tr>
<tr>
<td>KNN k=2</td>
<td>82.28</td>
<td>1.00</td>
<td>0.74</td>
<td>0.85</td>
<td>0.93</td>
</tr>
<tr>
<td>KNN k=3</td>
<td>82.20</td>
<td>1.00</td>
<td>0.74</td>
<td>0.85</td>
<td>0.93</td>
</tr>
<tr>
<td>KNN k=4</td>
<td>82.02</td>
<td>1.00</td>
<td>0.74</td>
<td>0.85</td>
<td>0.93</td>
</tr>
<tr>
<td>KNN k=5</td>
<td>81.82</td>
<td>1.00</td>
<td>0.74</td>
<td>0.84</td>
<td>0.92</td>
</tr>
<tr>
<td>KNN k=6</td>
<td>81.69</td>
<td>1.00</td>
<td>0.74</td>
<td>0.84</td>
<td>0.92</td>
</tr>
<tr>
<td>KNN k=7</td>
<td>81.70</td>
<td>1.00</td>
<td>0.74</td>
<td>0.84</td>
<td>0.92</td>
</tr>
<tr>
<td>KNN k=8</td>
<td>81.67</td>
<td>1.00</td>
<td>0.74</td>
<td>0.84</td>
<td>0.92</td>
</tr>
<tr>
<td>KNN k=9</td>
<td>81.67</td>
<td>1.00</td>
<td>0.74</td>
<td>0.84</td>
<td>0.92</td>
</tr>
<tr>
<td>KNN k=10</td>
<td>81.67</td>
<td>1.00</td>
<td>0.74</td>
<td>0.84</td>
<td>0.92</td>
</tr>
</tbody>
</table>

of one of the algorithms with lower TPR ratios: the bayesian networks which use K2 and Hill Climbing search algorithms.

With respect to the f-measure values it is again the Bayes Net using K2 the one with the highest ratio which contrasts with the exceptionally low value achieved by Naïve Bayes (0.57). Finally, the AUC, which determines the degree of adjustment of the represented samples giving a value to the goodness of the proposed selection, the highest values are around 0.90 reaching the 0.93 of Random Forest and KNN.

To analyse these results we have to take into account that the number of generated packets in any communication is usually extremely high. Knowing this and the low malicious payload that a unique packet can bring into the network, we may think of improving the classification taking into account the history of the packets connected to a single point. In other words, the objective would be to use these classifications as a measure to create a more general indicator of the reliability levels of a given connection depending on how the model has been able to classify the intercepted packets of such connection.

As a first approach to this solution, we have obtained the probability $P(n)$ of most ($50% + 1$) of the $n$ ($\forall n \in \mathbb{N}$) latest packets analysed from a connection have been correctly classified by a classifier $C$, being $P(C)$ the probability of correctly labelling an isolated packet using such classifier $C$. That is to say, if a corresponds to a correct labelling and b to an erroneous labelling, for sequences of a length of $n = 3$ packets, the possible combinations of correct/incorrect classifications are the ones that follow: (aaa), (aab,aba,baa), (abb,bab,bba) y (bbb).

As for these estimations we are only interested in those cases in which the classifiers have performed correct classifications in at least the $50% + 1$ of the samples, the combinations of packets which we will remain only be: (aaa), (aab,aba,baa).

Then, the resultant probability $P(n)$ is the sum of: 1) the probability of each and every of the $n$ packets having been correctly classified, 2) the probability of only one of the packets having been incorrectly classified, 3) the probability of only two of the packets having been incorrectly classified, etc., and so on until we find all the possible combinations of at least $n/2 + 1$ ($\forall (n/2) \in \mathbb{N}$) packets correctly classified.

In Combinatorics, this is defined as equation 7 shows:

$$P(n) = \binom{n}{0} \cdot P(C)^n + \binom{n}{1} \cdot P(C)^{n-1} \cdot [1 - P(C)] +$$
\[+ \binom{n}{2} \cdot P(C)^{n-2} \cdot [1 - P(C)]^2 + \]
\[+ \cdots + \]
\[+ \left(\frac{n}{2} - 1\right) \cdot P(C)^{n-(\frac{n}{2}-1)} \cdot [1 - P(C)]^{\frac{n}{2}} = \]
\[= \sum_{k=0}^{\frac{n}{2}-1} \left\{ \binom{n}{k} \cdot P(C)^{n-k} \cdot [1 - P(C)]^k \right\} \quad (7) \]

The equations 8 and 9 are an example of the application of this formula for sequences of \(n = 3\) and \(n = 5\) packets.

\[P(3) = \sum_{k=0}^{1} \left\{ \binom{3}{k} \cdot P(C)^{3-k} \cdot [1 - P(C)]^k \right\} = \]
\[= P(C) + \]
\[+ 3 \cdot P(C)^2 \cdot [1 - P(C)] \quad (8) \]

\[P(5) = \sum_{k=0}^{2} \left\{ \binom{5}{k} \cdot P(C)^{5-k} \cdot [1 - P(C)]^k \right\} = \]
\[= P(C)^5 + \]
\[+ 5 \cdot P(C)^4 \cdot [1 - P(C)] + \]
\[+ 10 \cdot P(C)^3 \cdot (1 - P(C)^2) \quad (9) \]

As a result, we have obtained the table 3, which are the estimations we have performed of having correctly labelled more than the half of the packets corresponding to a connection represented by different sequences of them. In other words, these calculations try to estimate the chances of having classified correctly at least the 50\% + 1 of the packets identified by each classifier as coming from the employed version of Flu in each sequence of packets of length \(l = 3, 5, 7, 10\). As a self-explanatory example, given seven packets corresponding to certain connection, the classifier with more accuracy in the performed tests, Random Forest, would get 97.90\% of chances (0.9790 out of a maximum of 1) of having correctly classified at least four of the seven intercepted packets. Since the accuracy of the classifiers is relatively high when they label traffic as legitimate or malicious, the greater the number of analysed packets per connection, the more legitimacy will reach the classification performed and the stronger the indicator will be.

These calculations confirm the hypothesis of the detection of malicious traffic does not have to be only focused on the categorization of isolated packets, but in the estimated reliability of the connection as a whole. The reader should keep in mind that it is much more representative of a given behaviour to perform a time-dependent monitoring of the network than just taking into consideration the representations of this traffic at certain given moments. This being so, it is true that the benefits of this method could be affected by the development of botnets capable of generating noise in the form of automated traffic, created to camouflage the control messages themselves.

6 Future work

The most direct future work lines will be centralized in trying to minimize the false positive ratio to the maximum, with the target of labelling as corrupted only those samples that have been identified as malicious with more confidence. Adjusting the threshold would have two main direct implications: 1), the detection rates per isolated packet would dramatically decrease and 2), the suspicious packet would be malicious with much more reliability. What is more, if we take into account that the semantic nature of the generated connections in each and every communication network makes sense in a context of information exchange, we can guess that a numerous number of subsequent approaches may be centered in an evolutionary analysis of nowadays traffic labelling techniques. That is to say, instead of thinking in isolated packages with no link to the previous or the next one in the chain, modelling the traffic taking into account the connections to which they belong, defining them as temporal sequences of sent or received packets from/where each corresponding host.

At the same time, the contributions provided here also suggest a wide bunch of future work lines in fields related to traffic modelling. The reader should take into account that the proposal detailed in this paper is
Table 3: Estimated odds that a sequence of packets corresponding to a particular connection has been correctly classified.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>$n = 1$</th>
<th>$n = 3$</th>
<th>$n = 5$</th>
<th>$n = 7$</th>
<th>$n = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMO Polik.</td>
<td>0.7430</td>
<td>0.8358</td>
<td>0.8890</td>
<td>0.9228</td>
<td>0.9774</td>
</tr>
<tr>
<td>SMO Polik. N.</td>
<td>0.7822</td>
<td>0.8784</td>
<td>0.9275</td>
<td>0.9554</td>
<td>0.9901</td>
</tr>
<tr>
<td>SMO RBF</td>
<td>0.7023</td>
<td>0.7869</td>
<td>0.8399</td>
<td>0.8769</td>
<td>0.9543</td>
</tr>
<tr>
<td>SMO Pear-VII</td>
<td>0.8191</td>
<td>0.9137</td>
<td>0.9557</td>
<td>0.9765</td>
<td>0.9962</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.6812</td>
<td>0.7599</td>
<td>0.8112</td>
<td>0.8483</td>
<td>0.9374</td>
</tr>
<tr>
<td>Bayes Net K2</td>
<td>0.7903</td>
<td>0.8865</td>
<td>0.9344</td>
<td>0.9608</td>
<td>0.9919</td>
</tr>
<tr>
<td>Bayes Net Hill</td>
<td>0.7892</td>
<td>0.8854</td>
<td>0.9334</td>
<td>0.9601</td>
<td>0.9916</td>
</tr>
<tr>
<td>Bayes Net TAN</td>
<td>0.8231</td>
<td>0.9172</td>
<td>0.9583</td>
<td>0.9782</td>
<td>0.9967</td>
</tr>
<tr>
<td>C4.5</td>
<td>0.8214</td>
<td>0.9157</td>
<td>0.9572</td>
<td>0.9775</td>
<td>0.9965</td>
</tr>
<tr>
<td>Rand. Forest</td>
<td>0.8248</td>
<td>0.9187</td>
<td>0.9594</td>
<td>0.9790</td>
<td>0.9968</td>
</tr>
<tr>
<td>Voted Per.</td>
<td>0.6616</td>
<td>0.7340</td>
<td>0.7826</td>
<td>0.8188</td>
<td>0.9181</td>
</tr>
<tr>
<td>MLP</td>
<td>0.8159</td>
<td>0.9108</td>
<td>0.9536</td>
<td>0.9750</td>
<td>0.9959</td>
</tr>
<tr>
<td>KNN k=1</td>
<td>0.8240</td>
<td>0.9180</td>
<td>0.9589</td>
<td>0.9786</td>
<td>0.9967</td>
</tr>
<tr>
<td>KNN k=2</td>
<td>0.8228</td>
<td>0.9169</td>
<td>0.9581</td>
<td>0.9781</td>
<td>0.9966</td>
</tr>
<tr>
<td>KNN k=3</td>
<td>0.8220</td>
<td>0.9162</td>
<td>0.9576</td>
<td>0.9778</td>
<td>0.9965</td>
</tr>
<tr>
<td>KNN k=4</td>
<td>0.8202</td>
<td>0.9146</td>
<td>0.9564</td>
<td>0.9770</td>
<td>0.9964</td>
</tr>
<tr>
<td>KNN k=5</td>
<td>0.8182</td>
<td>0.9129</td>
<td>0.9551</td>
<td>0.9761</td>
<td>0.9961</td>
</tr>
<tr>
<td>KNN k=6</td>
<td>0.8169</td>
<td>0.9117</td>
<td>0.9542</td>
<td>0.9754</td>
<td>0.9960</td>
</tr>
<tr>
<td>KNN k=7</td>
<td>0.8170</td>
<td>0.9118</td>
<td>0.9543</td>
<td>0.9755</td>
<td>0.9960</td>
</tr>
<tr>
<td>KNN k=8</td>
<td>0.8167</td>
<td>0.9115</td>
<td>0.9541</td>
<td>0.9754</td>
<td>0.9960</td>
</tr>
<tr>
<td>KNN k=9</td>
<td>0.8167</td>
<td>0.9115</td>
<td>0.9541</td>
<td>0.9754</td>
<td>0.9960</td>
</tr>
<tr>
<td>KNN k=10</td>
<td>0.8167</td>
<td>0.9115</td>
<td>0.9541</td>
<td>0.9754</td>
<td>0.9960</td>
</tr>
</tbody>
</table>

only focused on the detection of traffic corresponding to the Command & Control channels from a botnet; that is to say, that part of the management traffic flowing amongst the infected nodes of the network and that one who controls it. In this line, a field that has been relegated untreated is the study of the outgoing traffic for the detection of malicious behaviours beyond the infection of the system. This area carries a growing interest for institutions, given the possibilities that would offer to face the following issues: the detection of Distributed Denial of Service (DDoS) attacks, the analysis of decentralized botnets, the analysis of the automated traffic generated by a single node in the network, the study of the outgoing traffic towards third-party services that host pay-per-click campaigns to pursue click-frauding o the massive shipping of spam or bulk mail as it was done in another time using IRC channels [34].

Anyway, the already commented results obtain very high detection ratios for traffic coming from a botnet using such a concrete HTTP-based Command & Control channel. The next step is to check the efficiency of the system for the detection of traffic coming from other networks, so as to be able to design a more complex system capable of identifying generically, the way in which the control traffic is created. Such an effort should be conceived including in the experiments as many families of malicious samples as possible.

7 Conclusions

One of the main problems that brings with it the supervised machine learning in the field of traffic classification, is the vast amount of data managed daily by filters and the legal difficulties associated to the extraction of the samples. In this line, the legal need of having the tacit consent of the users that generate the network traffic samples, forces us to assume certain errors linked to biased browsing habits. In real life scenarios the connection to certain webpages which does not have to be necessarily harmful and which should be considered as common traffic –such as adult content webpages for example– will have very low appearance in testing environments if any because of the fact of the user knowing that is being tracked.

In this context, the objective of defining a traffic modelling methodology to identify Command & Control packets from a botnet has been fulfilled in the following terms: firstly, a series of classification parameters has been highlighted as relevant so as to identify traffic from a concrete network; secondly, a mathematical model has been generated on which different classification algorithms have been applied obtaining successful results; and, thirdly, we have performed an estimation of the capacity of these techniques to define the reliability of the connection to which they belong. Nevertheless, the main virtue of the approach exposed here is to try to classify the traffic independently of the content of the information that flows through the network, employing
metrics for the detection using values associated to the length of the headers, the connection frequency or the periodicity of the polls amongst the infected machines and the control server.
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