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Abstract
Cluditem is a routing algorithm for wireless sensor networks developed for applications of environmental monitoring with periodic measurement of variables. These applications tolerate a maximum phase shift of the clocks of nodes in the order of milliseconds. This paper proposes two centralized synchronization schemes that introduce a limited processing load. The objective of the work was to assess the impact on the energy consumption of the incorporation of synchronization techniques described. Simulations of the full communication protocol were conducted in the NS2 environment and a comparative study of results was performed. This study showed that the first proposed schema is more convenient with respect to energy consumption, when the area to monitor has reduced dimensions. On the other hand, the second scheme, although it permits to work in larger areas, introduces a decrease in the network lifetime in the order of 14%.
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1 Introduction
Wireless smart sensors networks (WSSN) are used to measure variables in the environment with the purpose of carrying out monitoring and control environments and varied activities. They consist of nodes that self-organize to adapt themselves to changing topologies and collaborate with each other to send their measurements to one or more base stations also known as sink nodes. Communication between devices is wireless and RF transmission is the most widely used [1]. Fig. 1 shows the scheme of a network of sensors whose single base station, responsible for final processing of the information, is located outside the area under study.

The WSSN are integrated in applications of different kind: industrial, medical, preservation of the natural environment, disaster assistance, creation of intelligent facilities, and others. In many of these applications, the acquisition of the variables of interest must take place in hostile and/or distant locations that make it very difficult the wiring and maintenance of measurement devices [2]. Therefore, to ensure a lifetime according to the needs, the nodes must have a significant degree of autonomy and then to save as much energy as they can. The availability of resources in each device for storage, processing capacity and communication is limited not only by the available energy, but also by requirements like small size and low costs for the nodes, found in many applications. These distinctive features of the WSSN have great impact on the design of the software and hardware components of sensor devices [1][3].

Techniques for time synchronization, some of them long-tested with very good performance, have a long history of research in the area of distributed systems but they cannot be used in wireless sensor networks for the reasons previously mentioned [1]. The addition of dedicated hardware in the nodes to synchronize with external sources, such as the addition of GPS receiver, is prohibitive considering the existing restrictions for devices, and often expensive. Moreover, synchronization algorithms whose complexity may collide with the limitations of the hardware platform that will support them cannot be included. For these reasons, in the same way that has occurred in the areas of algorithms of routing, processing of information and hardware platforms, wireless smart sensors networks have required specific developments to address the problem of the time synchronization [4][5][6].
The WSSN usually track phenomena and events of the environment for which time plays a very important role in dealing with following tasks [7]:

- **Data collection**: measurements must be done in certain periods, and it is often necessary to know the time in which they were acquired to be able to reconstruct the history of the phenomenon under study. For example, for supervision of civil works and follow-up of patients health parameters.

- **Coordination of tasks**: the nodes must perform actions following a certain pattern and, if possible, in a coordinated manner. An example is when transceivers are switched off to save power, and then the nodes must come into activity within a certain period of time. If the nodes clocks are considerably out of phase, many of the exchanged messages will be lost.

- **Time-dependent calculations**: among the variables to measure is the time that is required to perform different calculations. The accuracy of these depends on the accuracy of the measured value.

The clocks of devices are independent of each other and their values may be different. This situation often cause difficulties in the aforementioned tasks [8]. The difference between the values of the clocks in the nodes is due to:

- Devices start their activity at different instants of time.

- The crystals of the clocks are not the same for reasons of manufacturing (skew), which causes the values to become out of phase in time.

- Working frequency is sensitive to environmental variations, like temperature, introducing an error by frequency variations [9].

The variation in the frequency of an oscillator, caused by the two last mentioned effects, produce the so-called clock drift and introduce differences in local times that may be very significant. In addition to the different clock values due to problems inherent in the characteristics of the watches, phase shift can occur during transmissions. Processes for time determination are affected by delays in the propagation of messages. The calculation of the time should be done guaranteeing specific margins of accuracy, but due to the nature not deterministic of the processes involved, reliable levels of precision cannot be reached. In this sense, it should be noted that the latency in the transmission channel is due to the following causes [8]:

- **Dispatch time**: is the time consumed by the transmitter in assembling the message to send

- **Access time**: is the time that elapses until access to the channel

- **Propagation time**: is the time that the message takes to travel from the transmitter to the receiver

- **Reception time**: includes the time between when the receiver receives the message and processes it [4].

![Figure 1: WSSN scheme](image-url)
Some applications of sensor networks are strict with respect to the notion of time and need to synchronize the devices with an accuracy of a few tens of microseconds. In environmental monitoring applications with periodic measurement of variables to which this work focuses, the notion of absolute time in the nodes is not necessary and a difference of milliseconds between the clocks can be accepted. The reason for the relaxation of the synchronization requirements in this type of application is based on the behavior that is expected of the network. All nodes collect the information of interest after a period T, whose duration depends on each application in particular, and send it to the base station performing what is known as batches of measurement or data acquisition. To achieve a good performance in this job, it is enough to guarantee a maximum phase shift in each batch of measurements in order to take security factors, and in this way sequencing phases of operation in each of the batches of data acquisition. The definition of tasks and its temporal distribution is the responsibility of the routing algorithms, which sets the paths to be used to send information to the base station applying topology control techniques suitable for sensor networks design requirements [5].

This work presents different approaches in the time synchronization for the algorithm of routing Cluditem, which is oriented to applications of environmental monitoring with periodic measurement of variables. The objective is to assess the impact that the incorporation of proposed synchronization techniques has on energy consumption, in a sensor network based on Cluditem.

The rest of the work is organized in the following way: Section 2 describes how Cluditem algorithm works. Section 3 classifies synchronization techniques for WSSN, highlighting the most commonly used. Section 4 includes a report of other works related with the presented here and in Section 5 the synchronization techniques proposed for Cluditem are analyzed and simulation results presented. Finally, in Section 6 conclusions are revealed and future work lines are set out.

2 Description of Cluditem

Cluditem is a hierarchical routing algorithm for sensor networks oriented towards applications of environmental monitoring with periodic data acquisition. In these applications the accent is placed on the quality of information and not on the speed of response, so the control of latency is not a priority. In particular, in the development of the algorithm, applications quality of service (QoS) was defined as a maximum permissible percentage of loss of information. This requirement is typical in applications that need information about the whole region where the network has been deployed to obtain a map of variation of the variables in order to build a model of the behavior of the system, make decisions or carry out corrective actions. Therefore, the network lifetime is defined as the number of batches of measurement can be performed respecting the defined QoS.

The structure of the routing that Cluditem defines uses clusters, therefore exist two types of nodes in the network, the header (CH) that coordinates a group of nodes and the member nodes or common nodes (CN) [10]. The nodes of the network are fixed and homogenous in their hardware platform and available resources, differing in its functionality. In this sense, the network works with two transmission radius, a reduced one for the CN transmissions, and another of greater range for communication of the headers. The specific transmission power settings are set for each particular application.

The algorithm divides its operation in three distinct stages that are repeated periodically during the entire life of the network. The first one establishes the routing tree, during the second data are sent to the sink, and in the third all the nodes of the network remain in low power state. This last stage is related to an important feature of Cluditem which specifies to shutdown devices all the time possible, while maintaining the QoS established in response to the requirement of autonomy of operation. It is important to note that since Cluditem is a hierarchical distributed algorithm, the transceivers shutdown is defined by each node using its own clock. It is therefore required to synchronize the clocks of the members of the network for the message exchange to be effective. The development of the algorithm was performed assuming a maximum inter and intra cluster clocks phase shift, so it must be guaranteed with the synchronization technique to add.

Communication between the nodes of a network based on Cluditem is multi hop and for the lower layers of the communication protocol the IEEE 802.15.4 standard was adopted which is recommended for this type of networks. In this sense, the algorithm combines CSMA/CA (Carrier Sense Multiple Access/Collision Avoidance) without slots in the MAC layer with a TDMA (Time Division Multiple Access) scheme defined at the level of routing in order to reduce intra and inter cluster collisions. The following sections summarize the most important aspects of the operation of the algorithm, on which a complete and detailed description can be found in [11].
2.1 Definition of Routing Tree

The routing that defines Cluditem is based on a structure with two hierarchical levels. The first consists of a set of clusters, with a single coordinator to which the near nodes report to, and the second consists of a tree formed by the header nodes, which summarizes the information collected by their children and cooperate with each other to make it reach the base station [12].

The CHs are nodes with large number of responsibilities, which remain active more time and transmit with greater range. Therefore, they consume more energy than the CNs in each batch of measurement. However, the nodes of a Cluditem network are homogeneous in terms of their resources, so a technique of periodic rotation of roles among nodes has been incorporated to balance energy consumption among the network members.

In this sense, the reconfiguration of the routing tree, which includes reassign the role of CH, occurs periodically every X batches of measurement. Fig. 2 shows the operating stages of Cluditem that repeat during the entire lifetime of the network. In it, TRD is the routing definition phase, TDATA corresponds to sending measurements to the sink and TSLEEP represents the period in which the nodes remain in low power state. Also highlights that the reconfiguration of the routing structure (TRD), is performed every X batches of data collection.

2.1.1 Definition of the Structure of Clusters

The definition of clusters starts with the postulation of the nodes that will assume the role of CH in the current reconfiguration. This is an important aspect in the design of the algorithm, since a good distribution and an appropriate amount of headers is a milestone of the algorithm in order to the network may perform its functions properly. To achieve this, Cluditem divides the area to monitor on the basis of a virtual grid and uses it during the process of choosing CHs and clusters definitions. Fig. 3 shows a sample definition of clusters in a network where the area to monitor is divided into a virtual grid of 9 cells.

Once its nomination is done, the headers transmit a message called cluster structure message (CS) with the format shown in Fig. 4. Each node that listens to a CH, and decides to join the cluster that coordinates this CH, forwards the message replacing the transmitter and transmitter level fields with its own data, so the neighbors can adopt it as a link node (LN) in the cluster. The level of the node in a cluster represents the amount of hops separating it from its header. Therefore, when choosing a LN each node defines its level by adding 1 to the level of its LN. As you might expect, the CH are level 0.
2.1.2 Headers Tree Definition

The second level of the routing tree defines the communication path to the sink of all headers, with the aim that clusters information reaches the base station. Communication between the CHs and the sink can be multi hop, because the area to monitor is resizable and the transmission radius of the CH is limited.

The definition of the headers tree begins with a message that the base station sends to the network, with a radius of transmission equal to that used by the CH to communicate with each other. The nodes that hear this message directly record this situation. Among these ones, those who assumed the role of header during the cluster definition phase sent a message of assembly of CHs tree (CHT), announcing that the base station is within its transmission radius and that therefore its level is 1. The structure of the CHT message is shown in Fig. 5. From its data each CH choose their link node as the header that it hear with the lowest transmitter level. It then forwards the CHT message communicating its identity and its level to allow other nodes to choose it as LN in the tree.

2.2 Sending Data to Base Station

The stage for sending data takes place during \( T_{\text{DATA}} \) and is carried out in two phases: in the first, length \( T_{\text{SD}} \), the common nodes send their measurements to its cluster header, and in the second, that runs during \( T_{\text{SA}} \), the CH use headers tree to make an aggregated message reach the base station. This message summarizes the information gathered by the CH from the cluster it coordinates. Data sending occurs after the definition of the routing tree (\( T_{\text{RD}} \)) if it is reconfiguration batch, or at the beginning of the period T of gathering information in a batch of exclusive transmission of measurements [13].

Fig. 6 shows the phases of information transmission and highlights that the intra and inter cluster data transmission is done fulfilling a TDMA scheme in each one of them, to prevent collisions. In the same, \( T_{\text{SLOT}_\text{SD}} \) and \( T_{\text{SLOT}_\text{SA}} \) represent time slots adopted for sending data and aggregated data, respectively.

During TSD, the ordinary nodes send measurements to their header using a data message, whose structure is shown in Fig. 7.
At the end of TSD, headers join an aggregated message with its cluster information and send it using the CHs tree up to the base station. Fig. 8 shows the structure of the message that headers transmit towards the sink node. When the data collection batch is done, the network repeats the described operation until it exhausts its useful life because it is unable to satisfy the established requirements of QoS.

**2.3 Consumption of the Algorithm without Clock Synchronization**

During the entire lifetime of the network, Cluditem performs, on a regular basis, batches of measurements of the environment variables of duration T. The set of batches carried out using the same routing structure has been termed round. As already mentioned, a batch may include the redefinition of the routing prior to proceed with sending information (RDB), or may be for data transmission only (DB). It was defined that each round includes a batch of reconfiguration followed by several batches without reconfiguration. The number of batches included in one round is called X, as mentioned in Subsection 2.1.

The reconfiguration of the network implies a higher consumption of energy so it is desirable to reduce the number of times it occurs. On the other hand, to avoid premature disconnections by keeping consumption balanced among members of the network, it is necessary to rotate the role of header, redefining the routing. Based on these considerations, the ideal situation corresponds to all nodes assuming the role of CH only once during the system lifetime, consuming all their reserves of energy (EIN). To reach a compromise solution as close as possible to the ideal case and distribute the CH in the area under study, Cluditem uses a virtual grid. It consists of cells with the same number n of nodes each that, in the phase of definition of clusters, support to the election of candidates to header as described in Subsection 2.1.1. In this sense, during the lifetime of the network, Cluditem performs n redefinitions of the routing by implementing strategies to make the average number of times a node assumes the role of CH (Z) close to the ideal value (Z = 1). The energy consumed by a node during a round depends on the role that it assumes since CHs require more resources than CNs. Therefore, the consumption in a round of a CH (ECHRC) responds to the expression (1), while consumption in a round of a CN (ECNRC) to the expression (2).

\[
E_{\text{CHRC}} = E_{\text{CHBR}} + (X - 1) \cdot E_{\text{CHBWR}}
\]  

\[
E_{\text{CNRC}} = E_{\text{CNBR}} + (X - 1) \cdot E_{\text{CNBWR}}
\]

Where:
- \(E_{\text{CHBR}}\): Energy consumed by a Cluster Header node in a Batch with Reconfiguration.
- \(E_{\text{CHBWR}}\): Energy consumed by a Cluster Header node in a Batch Without Reconfiguration
- \(E_{\text{CNBR}}\): Energy consumed by a Common Node in a Batch with Reconfiguration
- \(E_{\text{CNBWR}}\): Energy consumed by a common node in a batch without reconfiguration

The node consumption in the n rounds that it performs in its lifetime must be equal to the energy the elements that feeds it can provide (EIN), as noted in expression (3).

\[
E_{\text{IN}} = Z \cdot E_{\text{CHRC}} + (n - Z) \cdot E_{\text{CNRC}}
\]

Once set the value of EIN, the most appropriate value of X can be obtained as a function of n, Z and the energy consumed by each node type in each batch type. To perform the analysis of results of Section 5, the values relating
to the consumption of nodes and the average value Z were achieved by successive approximations, based on the simulation of the algorithm in NS2.

3 Synchronization Schemes for WSSN

The synchronization algorithms commonly used in sensor networks are classified, according to working modes, as proactive or reactive. Proactive algorithms repeat periodically the synchronization tasks during the entire lifetime of the system with the aim of maintaining the phase shift of the clocks bounded. For example, a reference node periodically sends the value of its local time in a message and others nodes in its operating range estimate their phase shift based on its local time and the received value. On the other hand, reactive algorithms proceed with synchronization only when certain events occur [7]. In addition, synchronization schemes are divided, under other criteria, in adaptive and non-adaptive. The first ones can modify important parameters in the synchronization procedure, such as periodicity, in response to changes in the network or in the environment; the last ones does not modify the algorithm at any time. The techniques of synchronization proposed in this work belong to the group of proactive - no adaptive algorithms.

Synchronization schemes introduce computational overhead, increase traffic on the network because of added message exchanges and rise energy consumption. Therefore, a balance must be maintained between the costs of incorporating synchronization in WSSN and the need to maintain the time errors due to clock phase shifts bounded. Among the most commonly used synchronization procedures we can mention [7]:

- Transmitter-receiver synchronization. A node sends the value of its clock in a message. When another node receives it, reads its own clock and calculates the phase shift with respect to the transmitter. The propagation time is generally disregarded.
- Peer-to-peer synchronization. It consists in an exchange of messages between two nodes, placing in each message sent the value of its own clock. They take into account the propagation time that they assume equal in both directions, and consider that the difference between their clocks is kept constant during the entire course of transmission. In this way, doing a simple calculation, the device gets the phase shift in respect of its neighbor.
- Reference transmission. The assumptions considered by the above method does not always are true and to decrease the error a reference node is established and all nodes that must be synchronized listen to it.

4 Related Work

Reference Broadcast Synchronization (RBS) [14] and Timing-sync Protocol for Sensor Networks (TPSN) [15] are the most used synchronization algorithms. Cluditem uses clusters in the definition of the routing structure of the network, so we can relate it to the algorithm Scalable Lightweight Time Synchronization Protocol for WSN (SLTP) which includes the definition of clusters during the procedure of synchronization [16].

In the RBS algorithm a reference node sends a message to its neighbors through a special synchronization channel, without attaching any time value in the message. The neighbors use the reception time to synchronize, i.e. it is receiver-receiver synchronization algorithm. The problems that RBS can arise have to do with the number of neighbors who hear, i.e. how many nodes are going to synchronize based on the receipt of this message. As the number of nodes increases, it is possible that one does not reach the synchronization. For this reason, the synchronization message is sent periodically [14].

TPSN protocol works in two stages; in the first, called discovery, a hierarchical structure is defined and in the second, named synchronization, a transmitter-receiver scheme is used. The hierarchical structure has a single node of level 0 and any node of i level can communicate with at least one node of i-1 level[15].

SLTP algorithm has two phases of work, of configuration and synchronization. In the configuration stage, the headers of all clusters are statically or dynamically set. In a static configuration, a flag is used to define the CH. This flag, which is transmitted in the message exchanged between nodes, indicates whether the sending node is a cluster header or a common node. Each node that receives a message from a common node becomes CH and forwards the package indicating its new condition. Common nodes members of a cluster recognize their header node and, if they have more than one, they turn into gateway nodes. Once static configuration is completed, device synchronization starts. On the other hand, if a dynamic configuration is performed, the structure of clusters changes over time and only the CHs are defined in the first stage. Common nodes and gateways are set in the synchronization stage. In this last stage, the CHs are responsible for sending the synchronization message containing their local clocks times.
Cluster member nodes calculate their oscillation frequency and phase shift based on the value received from their CHs [16].

These synchronization protocols and several others look for higher accuracies, that is to say, to keep the clocks of the nodes of the networks as synchronized as possible to give to the nodes measurements a precise time correlation. Cluditem does not need a high level of synchronization since it is used mainly for environment measurements and it only requires synchronization because of its routing schema and energy saving mechanisms. In the following paragraphs these aspects will be fully explicit.

5 Synchronization in Cluditem

Cluditem was developed for applications that admit a phase shift on the order of milliseconds. Therefore, to achieve a good performance of the algorithm, lightweight synchronization techniques that introduce a bounded processing load have been proposed and tested, allowing then to reach the established requirements.

The collecting batches have a duration T of the order of 10 or 15 minutes. The nodes of the network remain in activity over a period of a few seconds at the beginning of each batch, and then enter into low power state until met T. In this sense, it was determined that it was sufficient to perform the synchronization of local clocks only once at the beginning of each batch, which was verified through the results of the simulations. The proposed technics are centralized, since the synchronization scheme is initiated by the sink node, having considered various options based on the inherent variations of the scenarios of the applications and on the obtained simulation results.

The operation of Cluditem was analyzed by using the NS2 v2.30 in all the tests described in this paper. This discrete event simulator is aimed to the analysis of protocols for communication networks and was developed in the framework of the project VINT (Virtual InterNetwork Testbed) [17]. It is a working tool widely known and used in both wired and wireless networks [18].

5.1 Working Environment and Simulation Scenario

In the NS2 environment it is possible to define the complete communication protocol stack, allowing simulating the behavior of the routing algorithms in conditions close to reality. For the lower layers of CLUDITEM it was chosen the IEEE 802.15.4 standard, which specifies the physical and media access layers of the protocol stack. In this sense, Fig. 9 outlines the implementation.

![Figure 9: Protocol communication implemented in NS2](image)

The simulation scenario for all tests was defined as a square area with a side of 135 meters divided into 9 cells, with 16 nodes each, these ones separated 12 meters of each other, and a single base station with unlimited energy located outside the area under study. These chosen values are compatible with applications of interest, but also the characteristics of the scenario were associated with parameters to allow the adjustment of the operation of the algorithm for particular cases, as shown in the script of Fig. 10.

Fig. 11 shows the chosen simulation scenario as presented by the Nam graphical tool associated with the simulator. This figure shows the 144 nodes of the network, divided into 9 cells of the virtual grid. Fig. 11 also illustrates the definition of clusters in the network, made by the algorithm in a batch with reconfiguration. In it, the CHs are highlighted and the generated structure can be seen looking at the lines indicating the LN of each device in its cluster. The base station is outside the plotted area.
# Placement nodes

```plaintext
set nodeNum_ 144 ;  # number of mobilenode
set nodesPerX_ 12 ;  # number of mobilenode in X
set nodesPerY_ 12 ;  # number of mobilenode in Y
set nodeDistance_ 12 ;  # distance between nodes
set width_ 135 ;  # simulation width area
set height_ 135 ;  # simulation height area
set cellPerX_ 3 ;  # number of cells in X
set cellPerY_ 3 ;  # number of cells in Y
set cellnodes_ [expr $nodeNum_/($cellPerX_*$cellPerY_)]
set namSize_ 0.5 ;  # size nam
```

# Placement SINK

```plaintext
set sinkX_ 67.0 ;  # sink location
set sinkY_ -10.0 ;  # sink location
set sinkNamSize_ 0.8 ;  # size nam
```

---

**Figure 10:** Definition of simulation scenario in NS2

**Figure 11:** Example of definition of structure of clusters
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5.2 Results Considering Perfect Clocks

In these trials, it was not taken into account the clocks drift, therefore the initial maximum deviation of 60 milliseconds among devices local times remains constant throughout the entire lifetime of the network. According to these conditions, simulations of operation consisted of 16 rounds \((n = 16)\) of 16 batch of measurements each \((X = 16)\). The value of \(n\) corresponds to the number of devices in each square of the grid, and its value was established as part of the simulation scenario described in the previous section. The value of \(X\) was defined based on the results of simulations starting with an initial \(X\) value and successive adjustments. The trials results allowed to determine the energy consumed by nodes depending on the assumed role and the type of batch made \((E_{CHBR}, E_{CHBWR}, E_{CNBR} y E_{CNBWR})\), as well as the value of \(Z\), average times that a node assumes the role of \(CH\) during the lifetime of the network. From these values, expressions (1), (2) and (3) were used to get \(X\). It should be noted that the initial energy of the nodes \(E_{IN}\) was established in a very low value, to limit the simulation time. Table 1 shows the results for the average and maximum consumption of nodes of the network.

The next step was to determine, in days, the lifetime of the network, considering that each device counts with energy of an AA battery. Consumption values of Table 1 were used for this, and the value of 15 minutes was adopted as the duration of each batch of measurements \((T = 15\) min\). The results of the calculations are presented in Table 2.

<table>
<thead>
<tr>
<th>Node type</th>
<th>Batch type</th>
<th>Average consumption per batch [J]</th>
<th>Maximum consumption per batch [J]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E_{CHBWR}</td>
<td>CH</td>
<td>0.066973129</td>
<td>0.066992</td>
</tr>
<tr>
<td>E_{CHBR}</td>
<td>CH</td>
<td>0.072251492</td>
<td>0.072294</td>
</tr>
<tr>
<td>E_{CNBWR}</td>
<td>CN</td>
<td>0.024654263</td>
<td>0.024664</td>
</tr>
<tr>
<td>E_{CNBR}</td>
<td>CN</td>
<td>0.029934770</td>
<td>0.029979</td>
</tr>
</tbody>
</table>

Table 2: Batches per round and network lifetime for drift-free clocks \((E_{IN}\) corresponds to an AA battery\)

<table>
<thead>
<tr>
<th></th>
<th>X</th>
<th>Network lifetime [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Considering average consumption</td>
<td>22437</td>
<td>3739</td>
</tr>
<tr>
<td>Considering maximum consumption</td>
<td>22429</td>
<td>3738</td>
</tr>
</tbody>
</table>

5.3 Results Considering Clock Drift

These tests were performed considering a clock drift value for the nodes of the network varying between -40 and +40 parts per million, in the worst case. Once established, the clock drift remains constant during the entire simulation. Clock drift causes that the phase shift among the times of the nodes varies permanently. Therefore, for the group of applications of interest, it is necessary to periodically synchronize the clocks of devices.

The two proposed schemes of synchronization are initiated by the base station. At the end of period \(T\), all nodes assume the active status to start a batch of measurements. Local clocks are out of phased and therefore, the nodes instead of automatically initiate their activities, remain waiting for a signal of synchronism from the sink. Thus, at the beginning of each batch, all clocks get synchronized so that the sequence of planned tasks runs effectively. The time that elapses from the moment the nodes are activated at the beginning of each batch and the moment in which they receive the signal of synchronism of the sink, increases the total time that the nodes are active and therefore the energy consumed. In order to minimize this effect, the sink must send the sync message as soon as possible from the moment it was sure that all nodes are active and able to receive it.
Table 3: Values of energy consumed in the 1st synchronization scheme, obtained by simulation (X=16)

<table>
<thead>
<tr>
<th>Node type</th>
<th>Batch type</th>
<th>Average consumption per batch [J]</th>
<th>Maximum consumption per batch [J]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECHBWR</td>
<td>CH</td>
<td>0.06909231</td>
<td>0.069188</td>
</tr>
<tr>
<td>ECHBR</td>
<td>CH</td>
<td>0.07439155</td>
<td>0.074559</td>
</tr>
<tr>
<td>ECNBWR</td>
<td>CN</td>
<td>0.02677037</td>
<td>0.026860</td>
</tr>
<tr>
<td>ECNBR</td>
<td>CN</td>
<td>0.03207136</td>
<td>0.032243</td>
</tr>
</tbody>
</table>

The first proposed scheme assumes that the sync message issued by the base station reaches to all nodes on the network, i.e. that the transmission radius of the sink is such that all devices can directly receive their transmissions. With this scheme, the sync message reaches all nodes almost simultaneously since the only phase shift present is the one due to the different distances to travel to reach each of the devices, and this is considered negligible. However, the incorporation of this scheme into the operation of Cluditem rises the time the nodes should remain active because it adds, at the beginning of each batch, a period for clocks synchronization. Therefore, for the tests done, the value of X was recalculated following the procedure described in the preceding paragraph and maintaining the initial energy of the nodes EIN used for clocks without drift. The obtained value was founded to be the same (X = 16), which indicates that the introduced increase of the period of activity, allows to approach the ideal situation in which all nodes in the network assumes the role of CH in a rotation, without diminishing the number of batches in a round.

To quantitatively evaluate the influence of increased activity in the nodes, the values of energy consumed when considering ideal drift-free clocks and those founded including the proposed synchronization scheme can be compared. These are presented in Tables 1 and 3 respectively. In this sense, Fig. 12 shows that the impact on the consumption of the CHs is on the order of 3%, while for the CNs fluctuates between 7% and 8.5%. The greater impact on the consumption of the CNs is explained because the synchronization scheme defines the addition of a fixed period at the beginning of each batch. Therefore, this one influences percentage-wise much more on consumption of the common nodes which remain active, in all the batches, a period significantly less than the CHs.

Figure 12: Increase of consumption introduced by the 1st synchronization scheme with respect to drift-free clocks

Table 4 presents the values of X and the network lifetime when incorporating this synchronism scheme, taking EIN as the value corresponding to an AA battery and the consumption of Table 3. Comparing the 3465 days of useful life of the system, considering maximum consumption, with the value obtained in Table 2 when working with clocks without drift, we can appreciate the network lifetime decreases by 7.3%.

Table 4: Batches per round and network lifetime for the 1st synchronization scheme (EIN for an AA battery)

<table>
<thead>
<tr>
<th>Consideration</th>
<th>X</th>
<th>Network lifetime [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Considering average consumption</td>
<td>20853</td>
<td>3475</td>
</tr>
<tr>
<td>Considering maximum consumption</td>
<td>20790</td>
<td>3465</td>
</tr>
</tbody>
</table>
The area to monitor depends on the application and its dimensions can vary considerably. Therefore, it may not be feasible that base station messages reach all nodes directly. For this reason, the second synchronization scheme is proposed. In it, the sink transmits the sync message with the same transmission power used by CHs. Each node, regardless of whether is header or not, when it receives the message from the base station, forwards it only once and starts the tasks corresponding to the current batch type. If it receives a new sync message due to broadcasts of its neighbors, it discards it. It is important to note that this synchronization scheme has two drawbacks.

a) The sync message arrives to the nodes at different times. Since a node receives the message until it retransmits it, a period elapses and its duration varies according to the conditions present in the network. In addition, there will be nodes that receive the message after forwarded by multiple devices, so they synchronize out of phase from those who received it before. Fig. 13 shows on the y axis the percentage of nodes whose phase shift is less than or equal to that indicated on the x axis. In this sense, 16% of the nodes synchronize 2.53 milliseconds after the base station issued its synchronization message and all nodes are synchronized before 4.51 milliseconds.

b) The traffic of sync messages is affected by the possibility of collisions, which causes some of the nodes of the network do not receive the message at all. These ones do not start the activities corresponding to the current batch of measurements and therefore they are not involved in the sending of information to the base station. This situation is particularly serious if nodes that are isolated have, in the current batch, the role of headers since the measurements collected by all CN members of the clusters they lead will be lost.

The second considered work scheme requires a longer period to synchronize the nodes of the network because of the variable times involved, as described in point a). In this sense, the total time that each node must remain in the active state in each batch of measurement increases. This results in higher energy consumption. Furthermore, to reduce the impact of the problem described in point b), it was decided that the base station emits two sync messages in a short time. Nodes forward and get synchronized on first receipt of a sync message from the base station. Therefore, those devices that receive the two transmissions emitted by the sink ignore the second. The scheme considers the addition of a fixed period for synchronization of the nodes at the beginning of each batch of measurement. This implies that all devices are synchronized when they start their activities of the current batch, regardless of whether they received the first or the second message from the base station.

![Figure 13: Number of nodes (%) whose phase shift is less than or equal to that indicated on the x axis](image)

**Table 5:** Values of energy consumed in the 2nd synchronization scheme, obtained by simulation (X=14)

<table>
<thead>
<tr>
<th>Node type</th>
<th>Batch type</th>
<th>Average consumption per batch [J]</th>
<th>Maximum consumption in a batch [J]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECHBR WR</td>
<td>CH</td>
<td>0.072558257</td>
<td>0.074123</td>
</tr>
<tr>
<td>ECHBR R</td>
<td>CH</td>
<td>0.079959267</td>
<td>0.081301</td>
</tr>
<tr>
<td>ENBWR WR</td>
<td>NC</td>
<td>0.030241868</td>
<td>0.032005</td>
</tr>
<tr>
<td>ENBWR R</td>
<td>NC</td>
<td>0.037654130</td>
<td>0.039153</td>
</tr>
</tbody>
</table>
Increased consumption \[%\] with respect to drift-free clocks

The tests were performed with the same initial energy in the nodes EIN used in previous cases. However, this second scheme adds a synchronization period longer than the corresponding to the first scheme. Therefore, the recalculation of X from EIN and consumption values of nodes by role and batch type presented in Table 5, resulted in a value of X = 14. This indicates a greater impact on the energy consumption of the nodes of the network, as shown in the Fig. 14. As for the previous scheme, Fig. 14 shows that the relative increase in the consumption of the CHs (8.3% to 10.6%) is lower than the one suffered by the CNs (22.6% to 25.7%). The greater impact on the consumption of the CNs is explained for the same reasons mentioned when analyzing the first scheme.

Finally, it was obtained the value of X and the network lifetime considering that the initial energy of the nodes EIN is provided by an AA battery. Results are shown in Table 6. In this case, it can be seen that the system lifetime is reduced by a 21.08% when using the 2nd synchronization scheme.

<table>
<thead>
<tr>
<th></th>
<th>X</th>
<th>Network lifetime [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Considering average consumption</td>
<td>18688</td>
<td>3114</td>
</tr>
<tr>
<td>Considering maximum consumption</td>
<td>17760</td>
<td>2960</td>
</tr>
</tbody>
</table>

6 Conclusions and Future Work

This work introduced two centralized synchronization schemes for Cluditem, a routing algorithm oriented to applications of environmental monitoring with periodic measurement of variables. Applications of interest admit differences on local clocks on the order of milliseconds. The proposed techniques, whose performance was evaluated by simulation, introduce a reduced processing load, although they require that the nodes perform additional tasks and remain more time active, raising their energy consumption.

The first scheme analyzed is more favorable with reference to the increase of energy consumption in devices, but it requires that the base station transmissions reach all nodes on the network. Therefore, their use is recommended only if the dimensions of the area to monitor are compatible with that requirement. If this is not the case, one must resort to the second scheme that reduces the useful life of the network by 14% more than the first scheme described.

The proposed schemas constitute an advantage when comparing with other synchronization protocols commonly used in WSN because they allow to maximize the network lifetime for Cluditem application scenarios. However, these techniques have the weakness that they can not be implemented in domains where high accuracy is needed.

Currently we are working on the implementation of Cluditem in a hardware platform, incorporating synchronization schemes discussed in this paper. The devices used are nodes for wireless sensors networks of type
System on Chip (SoC) from Texas Instruments (CC2530 and CC2531) [19]. The objective is to create a network of approximately 25 nodes for in-field testing of scenarios compatible with the selected applications.
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